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ABSTRACT
Liver cirrhosis and hepatocellular carcinoma diseases are caused by Hepatitis C virus
(HCV) infection. Inside this article, a deterministic model is proposed and analysed
for the transmission of HCV infection in the liver cells considering two types of viral
strain (wild and mutant). We also projected a mathematical model to study the
effects of Sofosbuvir (SOF) together with Velpatasvir (VEL) antiviral therapy in
HCV infected patients. Our analytical as well as numerical findings assist to detect
the optimal strategy of treatment depending on the circumstances in controlling
the HCV infection.
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1 Introduction
Worldwide more than seventy million people are suffering from chronic Hepatitis C virus (HCV) infection (World Health
Organization, 2020). In 2016, WHO declared that approximately 399,000 people died due to Hepatitis C virus infection (pre-
dominant causes are liver cirrhosis and hepatocellular carcinoma).

Formerly in 1998, Neumann et al. studied the dynamical behaviors of the HCV infection, and thereafter its changes when
Interferon-α therapy is prescribed to reduce the production of virions. Later Dahari et al. (2007) extended the model proposed
by Neumann et al. by incorporating the term “proliferation of hepatocytes" (hepatocytes are the chief parenchymal cells of
the liver), and the model proves the existence of “critical drug control” along with an explanation regarding “biphasic” and
“triphasic” decline of virions. In 2004, Dixit et al. showed how in antiviral treatment of HCV infection, Interferon response
might be improved by Ribavirin. Chatterjee et al. (2019) studied the discrete role of Cytotoxic T Lymphocytes (CTL) during
the HCV infection. Chatterjee and Kumar (2020) also studied the effect of CTL boosting through vaccination during the
Hepatitis C virus infection. Also, the mechanism of combined therapy using Interferon and Ribavirin is investigated through
various mathematical models (Powers et al., 2003; Feld and Hoofnagle, 2005; Banerjee et al., 2013). Chakrabarty and Joshi
(2009) proposed a mathematical model to capture the effects of optimal control using two drugs, Interferon and Ribavirin in
minimizing the viral load and controlling the side effects of the used drugs.

In HCV treatment management, direct-acting antivirals (DAA) have a pivotal role to HCV infected patients with high rates
of antiviral response. DAA also improve the tolerability and reduce the treatment period (Chatterjee et al., 2021). Sofosbuvir
(SOF) and Velpatasvir (VEL) are DAA agents acting against HCV with pan-genotypic activities and a high barrier of resis-
tance (Von Felden et al., 2018). Sofosbuvir is a nucleotide analog of HCV polymerase inhibitor which means that it blocks the
polymerase enzyme essentially used by the virus to reproduce. It specifically inhibits HCV NS5B (nonstructural protein 5B)
RNA-dependent RNA polymerase (Mogalian et al., 2017). Velpatasvir prevents viral replication by inhibiting nonstructural
protein 5A (NS5A), a non-enzymatic viral protein that plays a key role in HCV replications assembly, and modulation of host
immune responses (Mogalian et al., 2017).

The SOF/VEL is a combination of two pan-genotypes, with high potency and high barrier antiviral molecules which pro-
vides more than 95% of sustained virologic response (SVR) (Von Felden et al., 2018). Notably, Velpatasvir has a significant higher
barrier in resistance than the first generation NS5A inhibitors (Lawitz et al., 2016). The SOF/VEL combination is used alone or
with Ribavirin (Copegus, Rebetol, Ribasphere) to treat chronic Hepatitis C patients. The single-pill of SOF/VEL combination
once-a-day improves the adherence to the therapy. It is also observed that administration of SOF/VEL produces a significant
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improvement in patients’ quality of life (Younossi et al., 2016, 2017, 2016). Patients reported outcomes are revealed from the
SOF/VEL registered trials obtained in more than 1800 HCV chronically infected subjects (Von Felden et al., 2018).

Our proposed model deals with the dynamic behaviors of the Hepatitis C virus infection. We have extended the model by
including an optimal control of HCV infection using a combination of drugs (SOF/VEL) that reduces the cellular infection
rate inhibiting viral replication. For a combined drug therapy, sometimes harmful side effects, as well as the ineffectiveness of
treatment after a certain time, occur due to mutation of the virus and it causes the resistance to the treatment. The optimal
control technique is applied with SOF/VEL combined therapy to observe appropriate treatment strategies which will yield a
decline in viral reproduction and lessen the side effects of the therapy. Here the treatment persists for a given period of time
initiating from t0 to final time tf . However, the results are not interval-dependent. In this paper, we specifically deal with
optimizing treatment scheduling i.e when and how the treatment should be introduced.

The mathematical tools, consequent analytic results, and numerical findings are coordinated in the following order for
better understandings of the HCV infection: In the very next Section 2, we present an aggregate formulation of the proposed
mathematical model of Hepatitis C virus infection. Section 3 is accompanied by some basic properties of the model such as
positivity and boundedness of the solutions of the system, the existence of an infection-free steady state and an endemic steady
state, and the basic reproduction number (R0) of the system. Section 4 is showing an outline about the local stability of the
steady states and occurrence of transcritical bifurcation at the infection-free steady state and the global stability of the endemic
steady state choosing an appropriate Lyapunov function is shown in Section 5. The sensitivity analysis of the baseline parameters
corresponding to R0 is chalked out in Section 6. Next, an optimal control problem through an objective functional with two
controls is discussed in Section 7. To confirm the gained analytical results aligned with the biological process of HCV infection,
Section 8 is designed with numerical simulation. A discussion (in Section 9) regarding the results obtained from the previous
sections is drawn and we convey conclusions to support the overall findings.

Figure 1: The schematic flow diagram of the model (1) represents the dynamics of Hepatitis C virus infection for the healthy
liver cells (HS), infected liver cells (HI ), wild Hepatitis C virus (VW ), and mutant Hepatitis C virus (VM).

2 Structure of the Compartmental Model

In this research article, we study the noteworthy effects concerning the replication of Hepatitis C virus where the replication
process of HCV happens mainly in the liver cells. Here we consider four variables: healthy (uninfected) liver cells (HS), infected
liver cells (HI ), and two strains of the virus: wild virus strain (VW ) and mutant virus strain (VM). Wild-type or drug sensitive
strain mainly dominates the infection at initial stage. On the other hand, the mutant or drug-resistant strain has no infectivity.
Then the model is

dHS

dt
= Λ − (1 − ε1)βHSVW − µSHS ,

dHI

dt
= (1 − ε1)βHSVW − ηIHI ,

dVW

dt
= (1 − ε2)σHI − δVVW ,

dVM

dt
= (1 − pε2)kσHI − δVVM ,

(1)
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with non-negative initial condition

HS (0) = θ1, HI (0) = θ2, VW (0) = θ3, VM (0) = θ4. (2)

Here we assume that the healthy liver cells are produced at a constant rate Λ and µS indicates their death rate. Disease
transmission rate β indicates the rate at which healthy liver cells become infected and ηI is the death rate of infected liver cells.
Wild type or mutant type virus are generated at the rate σ or kσ , respectively, where k ∈ (0, 1) is the relative capability of the
mutant strain in relations of viral replication. It is assumed that δV is the removal or clearance rate of both wild type and mutant
type virus from plasma. The control input of SOF doses is ε1 and ε2 stands for control input of VEL doses. Thus the wild type
viral production is decreased by a factor (1 − ε2). The mutation rate of Hepatitis C virus is diminished with a factor p ∈ [0, 1)
and thus the mutant virus production be reduced at a rate (1− pε2). Here all model parameters are non-negative. Also the drug
controls of SOF and VEL satisfy the relation 0 ≤ ε1, ε2 < 1. The dynamical structure of the system is explained through the
Figure 1.

Table 1: Set of biologically relevant parameter values used for numerical simulation.

Parameter Biological Meaning Assigned value (unit) Source
Λ Constant production rate of healthy liver cells 10 cell ml−1day−1 Wodarz, 2005
ε1 Control of SOF 0 ≤ ε1 < 1
β Rate of infection / transmission 0.01 ml day−1cell−1 Wodarz, 2005
µS Natural death rate of healthy liver cells 0.04 day−1 fit for model
ηI Natural death rate of infected liver cells 1.0 day−1 Dahari et al., 2009
ε2 Control of VEL 0 ≤ ε2 < 1
σ Virions production rate 2.9 virions cell−1day−1 Dahari et al., 2009
δV Removal rate of both wild and mutant strain 2.4 day−1 Smith and De Leenheer, 2003
p Mutant strain reducing factor 0 ≤ p < 1
k Relative fitness of mutant strain 0 < k < 1

3 General Structural Properties of the System
Theorem 1. Let the non-negative initial condition (2) be satisfied for the system (1), then a positive invariant set

Ω =
{(
HS ,HI ,VW ,VM

)
∈ R4+ : HS +HI ≤ Λ

µS ,VW + VM ≤ ϖV
}
,

where ϖV = min
{
(1−ε2)Λσ
δV µS , (1−pε2)kσΛδV µS

}
exists if all the solutions

(
HS ,HI ,VW ,VM

)
of the system (1) are non-negative and finite

upper limit of Ω exists.

Proof. First we show that all the four state variables of the system (1) satisfying the initial condition (2) are non-negative. From
the first equation of system (1), we can write

dHS

dt
= Λ − (1 − ε1)βHSVW − µSHS

= Λ − ζHS ,

where, ζ = (1 − ε1)βVW + µS . Then on integration, we get

HS = θ1 exp
(
−
∫ t

0
ζ (s) ds

)
+ Λ exp

(
−
∫ t

0
ζ (s) ds

)
×
( ∫ t

0
e
∫ s
0 ζ (u)du ds

)
> 0.

Next, we can write the second equation of system (1) as

dHI

dt
≥ −ηIHI ,

and consequently

HI ≥ θ2 exp
(
−
∫ t

0
ηI ds

)
> 0.
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In the similar manner, from the rest of the two equations of the system (1) we may obtain

VW ≥ θ3 exp
(
−
∫ t

0
δVds

)
> 0 and VM ≥ θ4 exp

(
−
∫ t

0
δVds

)
> 0.

Thus we achieve that all the state variablesHS ,HI ,VW andVM are non-negative. Next we study the criteria for which the state
variables of the system (1) would be bounded. Combining the first two equations of the system (1), it is obtained that

dHS

dt
+
dHI

dt
= Λ − µSHS − ηIHI .

In a biologically and biomedically realistic disease system, the natural decay rate of the healthy liver cells is less than that of
infected liver cells, that is µS ≤ ηI and consequently

dHS

dt
+
dHI

dt
≤ Λ − µS (HS +HI ).

Finding the limit superior on both sides,

lim sup
t→∞

(HS +HI ) ≤
Λ

µS
.

Accordingly, we can write

HS +HI ≤
Λ

µS
.

In the similar process, from the last two equations of the system (1), we get

VW + VM ≤ ϖV ,

where ϖV = min
{
(1−ε2)Λσ
δV µS , (1−pε2)kσΛδV µS

}
.

Therefore, it is noticeable that all the solutions (HS ,HI ,VW ,VM) of the system (1) along with the non-negative initial
condition (2) are non-negative and bounded, also the non-negativity of the solutions in consort with the boundedness implies
the well-posedness of the system and the solutions are uniformly bounded. Therefore we get the feasible, positively invariant
and attracting region Ω inR4+ as

Ω =
{
(HS ,HI ,VW ,VM) ∈ R4+ : HS +HI ≤

Λ

µS
,VW + VM ≤ ϖV

}
. (3)

Hence the proof is completed. □

Theorem 2. For the system (1) portraying the transmission kinetics of HCV infection, there exists a threshold parameter around
the infection-free equilibrium point, namely basic reproduction number (R0) = (1−ε1) (1−ε2)βΛσ

µSηI δV such that forR0 > 1, the system (1)
has unique positive endemic steady state.

Proof. In our proposed epidemic compartmental model, there always exists a infection-free equilibrium pointΠ0 (Λ/µS , 0, 0, 0)
where HCV infection would not be present in the system (1) and the steady state is obtained by setting infected classes of the
system (1) equal to zero that is HI = 0, VW = 0 and VM = 0.

Next we compute the basic reproduction number of the system (1) using the next-generation matrix method (Diekmann
et al., 1990; Van den Driessche and Watmough, 2002). It is notable that the infected compartments of the system (1) are HI ,
VW and VM . At the infection-free steady state Π0 (Λ/µS , 0, 0, 0), the rate of appearance of new infections in the infected
compartments, G and the rate of transition of infection among the infected compartments, K are defined as follows:

G =
©­­«
(1 − ε1) βΛµS VW

0
0

ª®®¬ and K = ©­«
ηIHI

−(1 − ε2)σHI + δVVW
−(1 − pε2)kσHI + δVVM

ª®¬ .
Next we are setting that the entry-wise non-negative new infection matrix isG. Let the non-singular Metzler matrix defining

the transitions of HCV infection between the infectious compartments is K and the matrices G, K are given as follows:

G =
©­­«
0 (1 − ε1) βΛµS 0
0 0 0
0 0 0

ª®®¬ and K = ©­«
ηI 0 0

−(1 − ε2)σ δV 0
−(1 − pε2)kσ 0 δV

ª®¬ .
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We observe that K −1 is also entry-wise non-negative matrix and thus GK −1 is entry-wise non-negative next-generation matrix
showing the expected number of new infections which is given by

GK −1 =
©­­«
(1−ε1) (1−ε2)βΛσ

µSηI δV
(1−ε1)βΛ
µSδV 0

0 0 0
0 0 0

ª®®¬ .
The basic reproduction number is the spectral radius of the next-generation matrix for the system (1) and thus we get

R0 =
(1 − ε1) (1 − ε2)βΛσ

µSηIδV
.

The basic reproduction number (R0) represents the average number of secondary infections in a communicable disease trans-
mission system. While the HCV infection persists in the system, there exists unique positive endemic steady state Π∗ (H∗

S ,H
∗
I ,

V ∗
W ,V ∗

M) given by

H∗
s =

Λ

µS
1
R0

, V ∗
W =

Λ(1 − ε2)σ
ηIδV

(
1 − 1

R0

)
,

H∗
I =

Λ

ηI

(
1 − 1

R0

)
, V ∗

M =
(1 − pε2)kσ

ηIδV

(
1 − 1

R0

)
.

Therefore, it is noted that Π∗ (H∗
S ,H

∗
I ,V

∗
W ,V ∗

M) exists with non-negative initial condition (2) only when R0 > 1. Hence the
proof is completed. □

4 Local Properties of the System
Theorem 3. The system (1) is locally asymptotically stable around the infection-free equilibrium point Π0 (Λ/µS , 0, 0, 0) while
R0 < 1 and is unstable if R0 > 1.

Proof. The local asymptotic stability of the system (1) will be illustrated by analyzing the stability of the Jacobian matrix JΠ0

which is given as follows:

JΠ0 =
©­­­­«
−µS 0 − (1−ε1)βΛ

µS 0
0 −ηI (1−ε1)βΛ

µS 0
0 (1 − ε2)σ −δV 0
0 (1 − pε2)kσ 0 −δV

ª®®®®¬
.

Characteristic equation of the Jacobian matrix JΠ0 corresponding to the eigenvalue λ is given by

(−µS − λ) (−δV − λ) (λ2 + (δV + ηI )λ + δV ηI (1 −R0)) = 0. (4)

The characteristic equation (4) states that two eigenvalues are real and negative ( −µS , and −δV ). The infection-free equilibrium
Π0 (Λ/µS , 0, 0, 0) would be locally asymptotically stable if all the four eigenvalues of the characteristic equation (4) are negative
or have negative real parts. This will be satisfied if δV ηI (1 −R0) > 0. Therefore for R0 < 1, the quadratic equation λ2 + (δV +
ηI )λ+ δV ηI (1−R0) has two strictly real and negative roots or roots having negative real parts. Thus Π0 (Λ/µS , 0, 0, 0) is locally
asymptotically stable for R0 < 1 (see Figure 7) and otherwise unstable. Hence the proof is completed. □

Theorem 4. While basic reproduction number, R0 = 1, the system (1) experiences transcritical bifurcation at the infection-free
steady state Π0 (Λ/µS , 0, 0, 0) along with the bifurcation threshold R0 = 1.

Proof. Let us consider that x1 ≡ HS , x2 ≡ HI , x3 ≡ VW , x4 ≡ VM , and we can arrange the system equation (1) into the
following form:

D(x1, x2, x3, x4; β) =
©­­­«
Λ − (1 − ε1)βx1x3 − µSx1
(1 − ε1)βx1x3 − ηIx2
(1 − ε2)σx2 − δV x3
(1 − pε2)kσx2 − δV x4

ª®®®¬ ≡
©­­­«
f1
f2
f3
f4

ª®®®¬ , (5)
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Figure 2: Transcritical bifurcation diagram of infected liver cells withR0. Baseline parameter values are same as given in Table 1
and we have varied the value of β in (0.0005, 0.02).

considering β0 as bifurcation threshold parameter at R0 = 1, where β0 =
µSηI δV

(1−ε1) (1−ε2)Λσ . At R0 = 1, the Jacobian matrix around
the infection-free equilibrium (Π0) is computed as,

Jβ0 =
©­­­­«
−µS 0 − ηI δV

(1−ε2)σ 0
0 −ηI ηI δV

(1−ε2)σ 0
0 (1 − ε2)σ −δV 0
0 (1 − pε2)kσ 0 −δV

ª®®®®¬
.

We find that −µS , −δV , 0, and −(ηI + δV ) are the four eigenvalues corresponding to the Jacobian matrix Jβ0 . Next we investigate
whether Sotomayor’s Theorem (Perko, 2013) is applicable to prove the existence of transcritical bifurcation at Π0.

Let us consider that, with respect to the eigenvalue zero, y = [y1 y2 y3 y4]T and z = [z1 z2 z3 z4]T are the right
eigenvector and left eigenvector, respectively, where

y =
[
− ηI
µS 1 (1−ε2)σ

δV
(1−pε2)kσ

δV

]T
y2 and z =

[
0 1 0 ηI

(1−ε2)σ

]T
z2.

Now we differentiate the system (5) with respect to β around Π0 (Λ/µS , 0, 0, 0), and we obtain Dβ (Π0; β) = (0 0 0 0)T .
Therefore we get

yTDβ (Π0; β) =
[
− ηI
µS 1 (1−ε2)σ

δV
(1−pε2)kσ

δV

]
y2 [0 0 0 0]T

and consequently
Δ1 = yTDβ (Π0; β) = 0.

Hence the first condition of Sotomayor’s Theorem is satisfied. Now we investigate if the second condition of Sotomayor’s
Theorem would be satisfied and to check this, let us consider that

Δ2 =
4∑︁

i,j=1
ziyj

[
𝜕2fi
𝜕xj𝜕β

(Π0)
]
β=β0

=
4∑︁
j=1

z2yj
[
𝜕

𝜕xj
{(1 − ε1)x1x3}(Π0)

]
β=β0

=
(1 − ε1) (1 − ε2)σΛ

δVµS
z2y2 > 0.

Thus Δ2 ≠ 0 and as a result the second condition of Sotomayor’s Theorem is satisfied. Finally, let us consider that

Δ3 =
4∑︁

i,j,l=1
ziyjyl

[
𝜕2fi
𝜕xj𝜕xl

(Π0)
]
β=β0

=
4∑︁

j,l=1
z2yjyl

[
𝜕2f2
𝜕xj𝜕xl

(Π0)
]
β=β0

= −
2(1 − ε1) (1 − ε2)β0ηIσ

µSδV
z2y22 < 0.

Therefore it is observed that Δ3 ≠ 0. Thus the third condition of Sotomayor’s Theorem is also satisfied. Hence it can be
concluded that a transcritical bifurcation occurs in the system (1) around the infection-free equilibrium (Π0) at R0 = 1. □
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The Figure 2 is indicating that the model (1) experiences transcritical bifurcation at R0 = 1 around the infection-free equi-
librium. We choose the transmission rate (β) as the threshold parameter for bifurcation. The stability of the infection- free
equilibrium alters from stability to instability (for R0 > 1) when it crosses R0 = 1.

Theorem 5. The system (1) is locally asymptotically stable around the endemic equilibrium point Π∗ (H∗
S ,H

∗
I ,V

∗
W ,V ∗

M) while
R0 > 1 and is unstable if R0 < 1.

Proof. The Jacobian matrix computed at the endemic steady state Π∗ (H∗
S , H∗

I ,V
∗
W ,V ∗

M) is

JΠ∗ =
©­­­«
−(1 − ε1)βV ∗

W − µS 0 −(1 − ε1)βH∗
S 0

(1 − ε1)βV ∗
W − µS −ηI (1 − ε1)βH∗

S 0
0 (1 − ε2)σ −δV 0
0 (1 − pε2)kσ 0 −δV

ª®®®¬ .
The characteristic equation of the matrix JΠ∗ corresponding to the eigenvalue ψ is given as

ψ4 + Z3ψ3 + Z2ψ2 + Z1ψ + Z0 = 0, (6)

where

Z3 = ηI + 2δV + µS + µS (R0 − 1),
Z2 = δ2V + ηIδV + µS (ηI + 2δV ) + µS (ηI + 2δV ) (R0 − 1),
Z1 = µS (δ2V + ηIδV ) + µS (δ2V + 2δV ηI ) (R0 − 1),
Z0 = µSηIδ2V (R0 − 1).

Now the Routh-Hurwitz Criterion (Routh, 1877; Hurwitz et al., 1964; Gantmacher and Brenner, 2005), viz, Z3 > 0, Z0 > 0,
Z3Z2−Z1 > 0 and (Z3Z2−Z1)Z1−Z 2

3 Z0 > 0 for the equation (6) is satisfied forR0 > 1 and consequentlyΠ∗ (H∗
S ,H

∗
I ,V

∗
W ,V ∗

M)
is locally asymptotically stable in this regard (see Figure 8). □

5 Global Stability of the System Around Endemic Equilibrium

In this Section, we analyse the global stability of the unique endemic equilibrium Π∗ (H∗
S ,H

∗
I ,V

∗
W ,V ∗

M) under the condition
R0 > 1. In this regard, we use a specific Lyapunov function similarly used by Korobeinikov and Maini (2004), McCluskey
(2010), and Samui et al. (2020). Such Lyapunov function provides advantages of the properties of the function:

ϑ(o) = o − 1 − ln(o). (7)

The above function is non-negative in R4+ except at o = 1, where it attains the value zero. Next we study the global stability of
Π∗ using the following theorem.

Theorem 6. Let R0 > 1. The endemic equilibrium Π∗ (H∗
S ,H

∗
I ,V

∗
W ,V ∗

M) exists and around it, the system (1) is globally asymp-
totically stable in the interior ofR4+.

Proof. We consider that R0 > 1 and the endemic equilibrium Π∗ (H∗
S ,H

∗
I ,V

∗
W ,V ∗

M) exists. Let us consider the following
Lyapunov function which is well-defined in the interior ofR4+ and is defined as

VΠ∗ (HS ,HI ,VW ,VM) = H∗
S ϑ

(HS

H∗
S

)
+H∗

I ϑ
(HI

H∗
I

)
+ V ∗

W ϑ
(VW

V ∗
W

)
+ V ∗

Mϑ
(VM

V ∗
M

)
. (8)
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We need to show that ¤VΠ∗ is always negative definite. Differentiating VΠ∗ along the solution trajectory of the system (1), we get

¤VΠ∗ = ¤HS

(
1 −

H∗
S

HS

)
+ ¤HI

(
1 −

H∗
I

HI

)
+ ¤VW

(
1 −

V ∗
W

VW

)
+ ¤VM

(
1 −

V ∗
M

VM

)
= [Λ − (1 − ε1)βHSVW − µSHS]

(
1 −

H∗
S

HS

)
+ [(1 − ε1)βHSVW − ηIHI ]

(
1 −

H∗
I

HI

)
+ [(1 − ε2)σHI − δVVW ]

(
1 −

V ∗
W

VW

)
+ [(1 − pε2)kσHI − δVVM]

(
1 −

V ∗
M

VM

)
= Λ − (1 − ε1)βHSVW − µSHS − Λ

H∗
S

HS
+ (1 − ε1)βHSVW

H∗
S

HS
+ µSH∗

S

+ (1 − ε1)βHSVW − ηIHI − (1 − ε1)βHSVW
H∗
I

HI
+ ηIH∗

I + (1 − ε2)σHI − δVVW

− (1 − ε2)σHI
V ∗
W

VW
+ δVV ∗

W + (1 − pε2)kσHI − δVVM − (1 − pε2)kσHI
V ∗
M

VM
+ δVV ∗

M

= (1 − ε1)βH∗
SV

∗
W + µSH∗

S − (1 − ε1)βHSVW − µSHS − (1 − ε1)βH∗
S
2V ∗

W

+ (1 − ε1)βHSVW
H∗
S

HS
+ µSH∗

S + (1 − ε1)βHSVW − (1 − ε1)βH∗
SV

∗
W
HI

H∗
I

− (1 − ε1)βHSVW
H∗
I

HI
+ (1 − ε1)βH∗

SV
∗
W − µS

H∗
S
2

HS

+ (1 − ε2)σHI − (1 − ε2)σH∗
I
VW

V ∗
W

− (1 − ε2)σHI
V ∗
W

VW
+ (1 − ε2)σH∗

I

+ (1 − pε2)kσHI − (1 − pε2)kσH∗
I
VM

V ∗
M

− (1 − pε2)kσHI
V ∗
M

VM
+ (1 − pε2)kσH∗

I

= µSH∗
S

(
2 −

H∗
S

HS
− HS

H∗
S

)
+ (1 − ε1)H∗

SV
∗
W

(
2 −

H∗
S

HS
− HI

H∗
I

)
+ (1 − ε2)σHI

(
3 −

H∗
I

HI
− VW

V ∗
W

− HIVW

H∗
I V

∗
W

)
−H∗

I σ (1 − pε2)k
( 1
V ∗
M

− 1
)

− σ (1 − ε2)
(
HI − 2H∗

I

)
− (1 − pε2)kσ

HIV ∗
M

VM
− (1 − ε1)βHSVW

H∗
I

HI
.

From the above expression, using the relation of geometric and arithmetic means (i.e., arithmetic mean is greater than or equal
to geometric mean), it is obtained that (2 − H∗

S
HS

− HS
H∗
S
) ≤ 0, (2 − H∗

S
HS

− HI
H∗
I
) ≤ 0, (3 − H∗

I
HI

− VW
V ∗
W

− HIVW
H∗
I V

∗
W
) ≤ 0, and thus we get

¤VΠ∗ ≤ 0, ifHI ≥ 2H∗
I andV ∗

M ≤ 1; the equality holds only at Π∗. Therefore, Π∗ (H∗
S ,H

∗
I ,V

∗
W ,V ∗

M) is globally asymptotically
stable (see Figure 10) and the proof is completed. □

6 Sensitivity Analysis

Sensitivity analysis is performed to explore the robustness of the basic reproduction number, R0 to measure the fluctuations
and relative changes in the baseline parameters associated to the basic reproduction number (Chowdhury et al., 2016). Sensi-
tivity analysis helps to identify the influence of the parameters on the basic reproduction number and in the transmission of
Hepatitis C virus infection. The knowledge about the impact of the baseline parameters when a relative change is triggered to
these parameter values assists to determine appropriate intervention strategies.

Table 2: Sensitivity indices of the basic reproduction number (R0) with respect to the model parameters, evaluated at the
baseline parameter values listed in the Table 1.

Parameter µS ηI σ ε1 β δV Λ ε2
Index Value −1.0000 −1.0000 +1.0000 −0.8691 +1.00004 −1.0000 +1.0000 −0.9417



LETTERS IN BIOMATHEMATICS 199

Figure 3: The figure shows tornado plot regarding the sensitivity indices of R0.
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Figure 4: The figure is depicting the contour plots of R0 for the most sensitive parameters, the transmission rate (β) versus
the production rate of both wild and mutant virus (σ) (in the left panel) and the removal rate of both wild and mutant virus
(δV ) (in the right panel), rest of the parameter values are taken from Table 1.

The normalized forward sensitivity indices of R0 with respect to parameters associated to R0 are given as follows:

Υ
R0
ε1 =

𝜕R0

𝜕ε1
× ε1
R0

= −
(1 − ε2)βΛσ
µSηIδV

× ε1
R0

,

Υ
R0
ε2 =

𝜕R0

𝜕µ
× ε2
R0

= −
(1 − ε1)βΛσ
µSηIδV

× ε2
R0

,

Υ
R0
β =

𝜕R0

𝜕µ
×

β
R0

=
(1 − ε1) (1 − ε2)Λσ

µSηIδV
×

β
R0

,

Υ
R0
Λ

=
𝜕R0

𝜕µ
× Λ

R0
=

(1 − ε1) (1 − ε2)βσ
µSηIδV

× Λ

R0
,

Υ
R0
σ =

𝜕R0

𝜕µ
× σ
R0

=
(1 − ε1) (1 − ε2)βΛ

µSηIδV
× σ
R0

,

Υ
R0
µS =

𝜕R0

𝜕µ
×

µS
R0

= −
(1 − ε1) (1 − ε2)βΛσ

µ2SηIδV
×

µS
R0

,

Υ
R0
ηI =

𝜕R0

𝜕µ
× δ
R0

= −
(1 − ε1) (1 − ε2)βΛσ

µSηIδ2V
×

ηI
R0

,

Υ
R0
δV

=
𝜕R0

𝜕µ
× δV
R0

= −
(1 − ε1) (1 − ε2)βΛσ

µSηIδ2V
× δV
R0

.

Figure 3 shows the tornado plot of partial rank correlation coefficient (PRCC) sensitivity analysis. All relevant parameters
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Figure 5: The figure is depicting the contour plots of R0 for the most sensitive parameter, the HCV infection transmission
rate (β) versus the control of SOF (ε1) (in the left panel) and the control of VEL (ε2) (in the right panel), rest of the parameter
values are taken from Table 1.
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Figure 6: The figure indicates the changes of the value of the basic reproduction number (R0) when the disease transmission
rate (β) and the virions production rate (σ) vary simultaneously in our system (1). The parametric values are same as in Table 1.

are varied against R0 throughout the range given in Table 1. Parameters with PRCCs > 0 will increase R0 when they would
be increased, while the parameters with PRCCs < 0 will decrease R0 when the corresponding parameters would be increased.
From this figure, it could be seen that σ , β, Λ, µs, ηI and δV play the most significant role to control the HCV infection and these
are the variables that have the largest impact on the outcome. From the sensitivity analysis, the numerical simulation suggests
that control of HCV infection is most likely to be achieved by lowering the values of Λ, β, σ . On the other hand, increasing µS ,
ηI , δV , ε1, ε2 is unlikely to eradicate the infection.

Figure 4 shows that as infection rate (β) or the production rate of virions (σ) increases, the system changes from a infection-
free state to an endemic state. Also, it is clearly observed that as the removal rate of virus (δV ) increases, the systems switches
from endemic to infection-free state. Figure 5 shows the role of drug effectiveness to control the disease. This figure shows
that increasing the value of drug efficiency reduces the value of R0 and for certain threshold value, the system switches to a
infection-free state from an endemic state.

In Figure 6, following the colorbar scheme, we determine the surfaceR0, the surfaceR0 = 1 and the surfaceR0 = 2 varying
the transmission rate (β) and the virions production rate (σ). When the transmission rate (β) decreases, R0 will decrease and
reach below 1, thus the system attains its infection-free state. Also we can control R0 by reducing virions production rate (σ).
Hence we can expect that DAA (combination of SOF/VEL) can play a pivotal role to control the disease progression.

7 Optimal Control Approach
Inside this Section, an optimal control problem is exhibited considering the performance of the two drugs SOF and VEL on the
controlled model equations. Here our target is to minimize the number of infected liver cells, virus strains as well as the cost of
implemented control strategies (u1 (t), u2 (t)).
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• First control function u1 (t) stands for the effect of antiviral drug dose of SOF which helps to block the spreading of
infection.

• Second control function u2 (t) stands for the effect of antiviral drug dose of VEL which helps to block the production of
viral particles.

The control problem consists of a system of four nonlinear differential equations given as below:

dHS

dt
= Λ − (1 − u1 (t))βHSVW − µSHS ,

dHI

dt
= (1 − u1 (t))βHSVW − ηIHI ,

dVW

dt
= (1 − u2 (t))σHI − δVVW ,

dVM

dt
= (1 − pu2 (t))kσHI − δVVM ,

(9)

subject to the non-negative initial condition (2).
The objective functional J(u(t)) for the control problem is defined as

J(u(t)) =
∫ tf

t0

[
P1HI + P2VW + P3VM +

1
2

(
Q1u21 (t) + Q2u22 (t)

)]
dt. (10)

This objective functional includes the terms HI (infected populations), VW and VM (wild and mutant virus populations) that
should be minimized. Q1u21 (t) denotes cost for antiviral drug SOF that blocks infection,Q2u22 (t) represents the cost of antiviral
drug VEL that blocks of production of viral particles. The positive balancing and optimal control regularizing coefficients are
P1, P2, P3, Q1, and Q2. Therefore our aim is to seek the optimal controls u∗1 (t) and u∗2 (t) such that

J(u∗1 (t), u∗2 (t)) = min{J(u1 (t), u2 (t))},

subject to system (9) and
Γ = {(u1 (t), u2 (t)) : 0 ≤ u1 (t), u2 (t) ≤ 1, ∀t ∈ [t0, tf ]},

where Γ is the control set. The basic framework of an optimal control problem is to prove the existence of the optimal control
and then characterize the optimal control through optimality system (Pontryagin, 2018). We prove the existence of optimal
control problem given in (9) using the approach of Fleming and Rishel (2012) and then characterize it for optimality.

7.1 Existence of Optimal Control

The existence condition of the optimal control can be verified by using the results of Fleming and Rishel (2012) and of Lukes
(1982). To prove the existence of optimal control problem, we have to prove the following conditions:

i. The set of controls and corresponding state variables are non-empty.

ii. The control set Γ is convex and closed.

iii. The right-hand side of the state system is bounded by a linear function in the state and control variables.

iv. The integrand of the objective functional (10), L (HS ,HI ,VW ,VM) is convex on Γ.

v. The integrand of the objective functional is bounded below by κ1 [(u1 (t))2 + (u2 (t))2]τ/2κ2, where κ1 > 0, κ2 > 0 and
τ > 1.

In our presented optimal controlled model system (9), HS , HI , VW , VM are the state variables, and u1 (t), u2 (t) are the control
variables. Next we state and prove the following theorem.

Theorem 7. There exists an optimal control variable u∗ (t) = (u∗1 (t), u∗2 (t)) ∈ Γ such that

J(u∗1 (t), u∗2 (t)) = min{J(u1 (t), u2 (t))}.
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Proof. Using the result of Boyce and DiPrima (2012, see Theorem 7.1.1) we can prove that the set of control and the correspond-
ing variables are non-empty. Let

¤HS = ϕ1 (t,HS ,HI ,VW ,VM), ¤VW = ϕ3 (t,HS ,HI ,VW ,VM),
¤HI = ϕ2 (t,HS ,HI ,VW ,VM), ¤VM = ϕ4 (t,HS ,HI ,VW ,VM),

where ϕ1, ϕ2, ϕ3, ϕ4 are the right-hand side of the system (9). Here the right-hand side of the state system is continuous, is
bounded above by a sum of the bounded control and the state, and can be written as a linear function of u1, u2 with coefficients
depending on time and the state variables. ThusHS ,HI ,VW ,VM are all continuous. Thenϕ1, ϕ2, ϕ3, andϕ4 are also continuous
and the partial derivatives 𝜕ϕ1

𝜕HS
, 𝜕ϕ1
𝜕HI

, 𝜕ϕ1
𝜕VW

, 𝜕ϕ1
𝜕VM

, 𝜕ϕ2
𝜕HS

, 𝜕ϕ2
𝜕HI

, 𝜕ϕ2
𝜕VW

, 𝜕ϕ2
𝜕VM

, 𝜕ϕ3
𝜕HS

, 𝜕ϕ3
𝜕HI

, 𝜕ϕ3
𝜕VW

, 𝜕ϕ3
𝜕VM

, 𝜕ϕ4
𝜕HS

, 𝜕ϕ4
𝜕HI

, 𝜕ϕ4
𝜕VW

, 𝜕ϕ4
𝜕VM

are all
continuous. Hence the solution of control is unique and the corresponding state variables are non-empty.

The controls u1 (t), u2 (t) and state variables HS , HI , VW , VM of the system (10) are non-negative. Hence the necessary
convexity of our objective functional stated in terms of u1 (t), u2 (t) is satisfied.

According to the definition, the sets of admissible Lebesgue measurable control variables (u1 (t), u2 (t)) ∈ Γ along with
(u1 (t), u2 (t)) ∈ U are convex and closed.

The boundedness of the optimal control system determines the compactness needed for the existence of optimal control
(Birkhoff and Rota, 1962). To verify this argument we rewrite the system (9) in the form

X ′ = AX + F (X ),

where X = [HS ,HI ,VW ,VM]T ,

F (X ) =
©­­­«
Λ − (1 − u1 (t))βHSVW
(1 − u1 (t))βHSVW

0
0

ª®®®¬ and A =
©­­­«
−µS 0 0 0
0 −ηI 0 0
0 (1 − u2 (t))σ −δV 0
0 (1 − pu2 (t))kσ 0 −δV

ª®®®¬ ,
andX ′ denotes the derivative ofX with respect to time t. Now it is notable that system (9) is a non-linear system with bounded
coefficients and on finite time interval, solutions would be bounded, then following the methods of Lukes (1982) we can set,

Ψ(X ) = AX + F (X ).

The term F (X ) satisfies

|F (X1) − F (X2) | ≤ C1 ( |H1S (t) −H2S (t) |) + C2 ( |H1I (t) −H2I (t) |)
+ C3 ( |V1W (t) − V2W (t) |) + C4 ( |V1M (t) − V2M (t) |)

≤ C
(
|H1S (t) −H2S (t) | + |H1I (t) −H2I (t) | + |V1W (t) − V2W (t) | + |V1M (t) − V2M (t) |

)
,

where the positive constantC = max{Cr , for r = 1, . . . , 4} is independent of the state variables. Also we have Ψ(X1) −Ψ(X2) ≤
C |X1 − X2 |, where C =

∑4
r=1 Cr + ∥H ∥ < ∞. So, it follows that the function Ψ is uniformly Lipchitz continuous. From the

definition of control variables and non-negative initial condition we can see that a solution of the system (9) exists (Birkhoff and
Rota, 1962).

The integrand of the objective functional (10) which is given by the following equation

L (HS ,HI , u1, u2) = P1HI + P2VW + P3VM +
1
2

(
Q1u21 (t) + Q2u22 (t)

)
,

is convex in the control set Γ. We must verify the condition that there exists a constant τ > 1 and positive numbers κ1, κ2 > 0
such that

L (HS ,HI , u1, u2) = P1HI + P2VW + P3VM +
1
2

(
Q1u21 (t) + Q2u22 (t)

)
≥ 1

2

(
Q1u21 (t) + Q2u22 (t)

)
,

⇒ 1
2

(
Q1u21 (t) + Q2u22 (t)

)
≥ κ1

(
u21 (t) + u22 (t)

)τ/2
− κ2.

Let κ1 = inf {Q1
2 ,

Q2
2 } and κ2 = 2 supt∈[t0,tf ] (HI ,VW ,VM) and τ = 2. Then it follows that

L (HS ,HI , u1, u2) ≥ κ1 ( |u1 |2 + |u2 |2)
τ
2 − κ2.

Hence the optimal control pair exists and this ends the proof. □
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7.2 Characteristic of Optimal Control
The optimal control u∗ (t) stands for the proportion of drug usage at any instant t. To minimize cost function (10) subject to
the system of ODEs (9), we now present the necessary conditions for which an optimal control and corresponding states must
satisfy come from the Pontryagin’s Maximum Principle (Pontryagin, 2018). We use the Pontryagin’s Maximum Principle (PMP)
to determine the optimal controls u∗1 (t) and u∗2 (t). By using this principle we convert the system (9) and the cost function (10)
into a problem of minimizing pointwise Hamiltonian function H with respect to (u1 (t), u2 (t)). The Hamiltonian is formed
by the adjoint variables along with corresponding state variables and combining the results with the objective functional. The
Hamiltonian is given by

H = P1HI + P2VW + P3VM +
1
2

(
Q1u21 (t) + Q2u22 (t)

)
+

4∑︁
r=1

ξrRr , (11)

where ξ1, ξ2, ξ3, ξ4 are the adjoint functions associated with the state equation in (9). Rr , r = 1, . . . , 4 is the right-hand side of
the differential equations of rth state variable in system (9). The expanded form of Hamiltonian function in (11) is given by

H = P1HI + P2VW + P3VM +
1
2

(
Q1u21 (t) + Q2u22 (t)

)
+ ξ1{Λ − (1 − u1 (t))βHSVW − µSHS} + ξ2{(1 − u1 (t))βHSVW − ηIHI }

+ ξ3{(1 − u2 (t))σHI − δVVW } + ξ4{(1 − pu2 (t))kσHI − δVVM}. (12)

The optimality equations are obtained when taking the partial derivatives of the Hamiltonian function H with respect to
the control variables u1 (t), u2 (t) respectively and the time derivative of adjoint equation, ξ ′(t) which is obtained by taking the
negative partial derivative of H with respect to the model state variables x(t) such that ξ ′(t) = −Hx.
Theorem 8. There exists an optimal control set (u∗1 (t), u∗2 (t)) and its corresponding state solutions H∗

S , H∗
I , V ∗

W , V ∗
M that mini-

mize J(u1 (t), u2 (t)), and therefore there exist adjoint functions ξ1, ξ2, ξ3, ξ4 such that
dξ1
dt

= (1 − u1 (t))βVW (ξ1 − ξ2) + ξ1µS ,

dξ2
dt

= −P1 + ξ2ηI − {ξ3 (1 − u2 (t)) + ξ4 (1 − pu2 (t))k}σ ,

dξ3
dt

= −P2 + (1 − u1 (t))βHS (ξ1 − ξ2) + ξ3δV ,

dξ4
dt

= −P3 + ξ4δV ,

with transversality conditions: ξ1 (tf ) = 0, ξ2 (tf ) = 0, ξ3 (tf ) = 0, ξ4 (tf ) = 0, and the control variables u∗1 (t), u∗2 (t) satisfy the
following optimality conditions:

u∗1 (t) = min
{
max

{
0,

(ξ2 − ξ1)βHSVW

Q1

}
, 1
}
,

u∗2 (t) = min
{
max

{
0,

(ξ3 + kpξ4)σHI

Q2

}
, 1
}
.

Proof. The differential equations for the adjoint functions are standard results from Pontryagin’s Maximum Principle (PMP)
(Pontryagin, 2018). For the given the Hamiltonian function in (12), the adjoint equations can be easily computed by

dξ1
dt

= −𝜕H
𝜕HS

,
dξ2
dt

= −𝜕H
𝜕HI

,
dξ3
dt

= − 𝜕H
𝜕VW

,
dξ4
dt

= − 𝜕H
𝜕VM

.

Therefore, the adjoint system evaluated at optimal controls u1 (t), u2 (t) and corresponding to the model state variables HS ,
HI , VW and VM is given by

dξ1
dt

= (1 − u1 (t))βVW (ξ1 − ξ2) + ξ1µS ,

dξ2
dt

= −P1 + ξ2ηI − {ξ3 (1 − u2 (t)) + ξ4 (1 − pu2 (t))k}σ ,

dξ3
dt

= −P2 + (1 − u1 (t))βHS (ξ1 − ξ2) + (ξ3 + ξ4)δV ,

dξ4
dt

= −P3 + ξ4δV .
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The transversality conditions, ξ1 (tf ) = 0, ξ2 (tf ) = 0, ξ3 (tf ) = 0, ξ4 (tf ) = 0. Now Pontryagin’s Maximum Principle
(Pontryagin, 2018) states that the unconstrained optimal control u∗ (t) satisfies

𝜕H
𝜕u∗ (t) = 0. (13)

So we find 𝜕H
𝜕ui (t) , i = 1, 2 and solve for u∗1 , u∗2 by setting the partial derivatives of H equal to zero. Thus, we have

𝜕H
𝜕u1 (t)

= Q1u1 (t) + (ξ1 − ξ2)βHSVW = 0,

𝜕H
𝜕u2 (t)

= Q2u2 (t) − (ξ3 + pkξ4)σHI = 0.

Solving these for the optimal control, we obtain 
u∗1 (t) =

(ξ2 − ξ1)βHSVW

Q1
,

u∗2 (t) =
(ξ3 + kpξ4)σHI

Q2
.

Since the standard control is bounded, we conclude for the control u1:

u∗1 (t) =


0, (ξ2−ξ1)βHSVW

Q1
≤ 0;

(ξ2−ξ1)βHSVW
Q1

, 0 < (ξ2−ξ1)βHSVW
Q1

< 1;
1, (ξ2−ξ1)βHSVW

Q1
≥ 1.

Hence the compact form of u∗1 (t) is

u∗1 (t) = max
(
min

(
1,
(ξ2 − ξ1)βHSVW

Q1

)
, 0
)
. (14)

In similar way, we get the compact form of u∗2 (t) in the form of

u∗2 (t) = max
(
min

(
1,
(ξ3 + kpξ4)σHI

Q2

)
, 0
)
. (15)

Utilising equations (14) and (15) and taking the state system along with the adjoint system, and the transversality conditions,
we have the following optimal system:

dHS

dt
= Λ − (1 − u∗1 (t))βHSVW − µSHS ,

dHI

dt
= (1 − u∗1 (t))βHSVW − ηIHI ,

dVW

dt
= (1 − u∗2 (t))σHI − δVVW ,

dVM

dt
= (1 − pu∗2 (t))kσHI − δVVM ,

dξ1
dt

= (1 − u∗1 (t))βVW (ξ1 − ξ2) + ξ1µS ,

dξ2
dt

= −P1 + ξ2ηI − {ξ3 (1 − u∗2 (t)) + ξ4 (1 − pu∗2 (t))k}σ ,

dξ3
dt

= −P2 + (1 − u∗1 (t))βHS (ξ1 − ξ2) + (ξ3 + ξ4)δV ,

dξ4
dt

= −P3 + ξ4δV ,

ξi (tf ) = 0, i = 1, 2, 3, 4. □

(16)
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We find that the optimal control system (16) is dependent on the state variables and their related adjoint variables. The
optimal control problem (16) is exposing the fact that the control of the HCV infection requires to keep the level of healthy
liver cells high and the level of infected liver cells and the viral load low by reducing the viral production and blocking the spread
of infection. It is too complicated to derive the explicit analytical solutions of the optimal control system (16). As a result we
avoid the complexities of analytical results, especially for real-life biological problems as it is difficult to convey predictions from
these results. In this regard, we take support of numerical methods. The optimality conditions result in a two-point boundary
value problem with initial conditions of state variables and terminal conditions for adjoint variables. We numerically solve this
boundary value problem.

8 Numerical Simulation
In this Section, we are aimed to perform the numerical simulation of the system (1) without optimal control and the system (9)
with optimal control using MATLAB and with the baseline parameter values as listed in Table 1. The parameter values are taken
from different articles (Wodarz, 2005; Dahari et al., 2009; Smith and De Leenheer, 2003; Chatterjee et al., 2019; Chatterjee and
Kumar, 2020). In the presence of two strains of HCV, the system is reasonably unpredictable and it is quite challenging to select
the parameter values.

8.1 Simulation for System (1) Without Optimal Control
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Figure 7: System trajectories with different initial conditions. The parameter values are same as put in Table 1 withR0 = 0.832.
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Figure 8: System trajectories with different initial conditions. The parameter values are same as put in Table 1 withR0 = 1.536.

We compute that the system (1) executes two equilibrium points: (i) an infection-free equilibrium Π0 (250, 0, 0, 0) and
another is (ii) the endemic equilibrium point Π∗ (162.699, 3.492, 4.012, 1.240). Using the baseline parameter values of Table 1,
we calculate the basic reproduction number (R0) of the system (1) as R0 = 0.832.

In Figure 7, we observe that the system (1) attains the local asymptotic stability about the infection-free equilibrium point
Π0 (250, 0, 0, 0) irrespective of initial conditions for healthy liver cells (HS), infected liver cells (HI ), wild virus strain (VW ), and
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Figure 9: The phase portrait of the system (1) in the HS − HI − VW phase space around Π0 (250, 0, 0, 0). The parametric
values are same as listed in Table 1 with R0 = 0.832.
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Figure 10: The phase portrait of the system (1) in the HS − HI − VW phase space around Π∗ (162.699, 3.492, 4.012, 1.240).
The parametric values are same as listed in Table 1 with R0 = 1.536.

mutant virus strain (VM) with R0 = 0.832 < 1. The Figure 8 indicates the existence of the endemic equilibrium and local
asymptotic stability of the system (1) about the endemic equilibrium Π∗ (162.699, 3.492, 4.012, 1.240) irrespective of different
initial conditions for healthy liver cells (HS), infected liver cells (HI ), wild virus strain (VW ), and mutant virus strain (VM) taking
the removal rate of both wild virus and mutant virus δV = 1.3; the remaining parameter values are same as put in Table 1 with
R0 = 1.536 > 1.

The plot in Figure 9 describes that system (1) is globally asymptotically stable around the infection-free equilibrium point
Π0 (250, 0, 0, 0) in theHS−HI −VW phase space considering different initial conditions taking the rest of the parameters values
as same as put in Table 1 with R0 = 0.832 < 1. The plot in Figure 10 indicates that the system (1) is globally asymptotically
stable around the endemic equilibrium point Π∗ (162.699, 3.492, 4.012, 1.240) in the HS −HI − VW phase space considering
different initial conditions and taking the removal rate of both wild and mutant virus, δV = 1.3; the rest of the parameters values
are same as put in Table 1 with R0 = 1.536.

8.2 Simulation for System (9) With Optimal Control
Numerical simulation to the optimal system (9) corresponding to the initial/final conditions are presented here. Our main
target is to derive the control strategy for which the side effects of the antiviral drugs as well as the cost of the treatment would
be minimized. Our optimal control problem is a two-point boundary value problem with boundary conditions at t0 = 0 and
tf = 500. To solve the optimal control problem we make a change where T = t/tf and transfer the interval in [0, 5], where T
represents the step size with a line search method. We perform an efficiency analysis and cost-effectiveness analysis on the basis
of following control strategies:

Strategy A: where u1 (t) ≠ 0, u2 (t) = 0;
Strategy B: where u1 (t) = 0, u2 (t) ≠ 0;
Strategy C: where u1 (t) ≠ 0, u2 (t) ≠ 0.
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Figure 11: Strategy A: Trajectories of the control function u1 (t) and of the state variables with control, keeping Q1 = 2 and
rest of the baseline parameter values are taken from Table 1.

Strategy A Using only u1 (t) to minimize the cost function (10). In Figure 11, Strategy A shows that the healthy liver cells
load increases 82.7% and infected liver cells load declines 99.2% during the treatment schedule. Also the wild type virus load
declines 97.3%. This figure also shows the behaviors of the optimal control u1 (t) which is employed.

Strategy B Using only u2 (t) to minimize the cost function (10). In Figure 12, Strategy B shows that the healthy liver cells
load increases 82.9% and infected liver cells load declines 99.3% during the treatment schedule. Also the wild type virus load
declines 98.57%. The figure also describes the behaviors of the optimal control u2 (t) that is employed.

Strategy C Using both u1 (t) and u2 (t) to minimize the cost function (10). In Figure 13, Strategy C shows that the healthy
liver cells load increases 82.7% and infected liver cells load declines 99.3% during the treatment schedule. Also the wild type virus
load declines 98.57%. The figure also states the behaviors of the optimal controls u1 (t) and u2 (t) that are employed.

8.2.1 Efficiency Analysis

Next we perform the efficacy analysis to compare the performance of the above mentioned control strategies in declining the
infected liver cells load by the introduction of the efficiency index, designed by E define as

E =
(
1 − Ωc

ΩS

)
× 100%,

where the cumulative infected liver cells load is denoted asΩC when different control strategies are implemented and the cumula-
tive infected liver cells load in absence of any control strategy is denoted asΩS . According to Carvalho et al. (2019); Abboubakar
et al. (2018), we define the area of the cumulative infected liver cells load during the time interval [0,T ] is denoted by

Ω =
∫ T

0
HIdt.
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Figure 12: Strategy B: Trajectories of the control function u2 (t) and of the state variables with control, keeping Q2 = 2 and
rest of the baseline parameter values are taken from Table 1.

Best strategy to reduce the infected cells load to decline the infection optimally can be adopted on the basis of efficiency index;
the best strategy has the biggest efficiency index (Carvalho et al., 2019; Abboubakar et al., 2018). We can solve Ω numerically
using Simpson’s 1

3 rd rule. With the help of previous simulations, we summarize the values of Ω and the efficiency index E for
three strategies which are listed in Table 3.

Table 3: Table of Efficiency index.

Strategy Ω =
∫ T
0 HI dt E =

(
1 − Ωc

ΩS

)
× 100%

No Strategy 29.84 0%
A 8.4092 71.84%
B 8.3271 72.09%
C 8.3212 72.12%

From the Table 3, we can conclude that Strategy B is effective in comparison to Strategy A, but Strategy C (which is the
combination of SOF and VEL) is the best strategy among these three strategies.

8.2.2 Cost-Effectiveness Analysis

Efficiency analysis benefits to determine the best strategy to decline the infected liver cells load optimally irrespective of the cost
linked with each of the three control strategies. Now its an important question that among these three strategies which is of
the minimum cost. After determination of the best strategy at the minimum cost, we minimize the objective functional (10)
to apply the strategy in controlling the HCV infection on a large scale of population. Cost-effectiveness analysis is supported
with pharmaceutical interventions or strategies in order to validate the cost of the strategies (Cantor and Ganiats, 1999; Fiscella
and Franks, 1996; Pinkerton et al., 1998). We can achieve the best cost-effective strategy by comparing the differences among the
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Figure 13: Strategy C: Trajectories of the control functions u1 (t), u2 (t) and of the state variables with control, keeping Q1 =
Q2 = 2, rest of the parameter values are taken from Table 1.

costs and the health outcomes of the corresponding intervention strategies which are obtained by calculating the Incremental
Cost-Effectiveness Ratio (ICER).

ICER is mainly used to determine the best between two competing control measures by comparing one intervention with
the next less effective alternative (Olaniyi et al., 2020; Agusto and Adekunle, 2014). Following Agusto and Adekunle (2014), we
can calculate the cost-effectiveness through ICER which is mostly defined as the additional cost per additional health outcome
and to calculate ICER, we have to follow the rule

ICER =
The differences in intervention costs
The differences in health outcomes

.

The cost of each of the three control strategies is obtained from the cost functional (10) and the health outcomes (e.g. total
number of infections prevented, number of susceptibility cases prevented) is measured by the difference between the load of
infected liver cells without and with control (Olaniyi et al., 2020; Agusto and Adekunle, 2014). Since the cost of the control
is directly proportionate to the numbers of control used, thus we rank the strategies in increasing order of effectiveness estab-
lished on infection prevented based on the numerical simulations of the optimal system (9) (Agusto and Adekunle, 2014). The
ascending order of the strategies is Strategy C, Strategy B, and Strategy A.

The ICER is calculated by the following technique:

ICER(C) = 123.4672
8.3190

= 14.8416,

ICER(B) = 121.9765 − 117.87
8.3212 − 8.3190

= 1866,

ICER(A) = 1.573 − 121.9765
8.4064 − 8.3212

= −1408.45.

Relating ICER of Strategy B and Strategy C from above calculation, a cost beneficial of 14.8416 is witnessed for Strategy C,
which is above Strategy B. Thus Strategy B is more expensive and less effective than Strategy C. Hence, Strategy B is left out
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from the set of options. Now Strategy B is omitted and Strategy C is then matched by Strategy A.

ICER(C) = 123.4672
8.3190

= 14.8416,

ICER(A) = 1.573 − 123.4672
8.4064 − 8.3190

= −1395.08.

Now, to relate strategies ICER (A) and ICER (C) we verify that a cost beneficial of 1395.08 is witnessed for Strategy A which
is above Strategy C. Negative ICER for Strategy A recommends that Strategy C is strongly dominated. Hence Strategy C is
more expensive and less operative than Strategy C. Consequently, Strategy C is omitted. Therefore the above results indicate
that Strategy A has the least ICER. Hence Strategy A is the most cost beneficial and effective strategy.

9 Discussion and Conclusions

We have presented a four-dimensional deterministic model to discover the kinetics of Hepatitis C virus (HCV) infection af-
fecting the healthy liver cells. We consider two types of virus strain, viz., wild type and mutant type (with no infectivity). In
treatment of HCV infection, direct-acting antivirals (DAA) have a remarkably large impact, specifically for HCV infected indi-
viduals with high rates of antiviral response. In our proposed model, we consider the effect of Sofosbuvir (SOF) and Velpatasvir
(VEL) as DAA agents acting against HCV infection. Our model satisfies the non-negative initial condition (2) for a positive
invariant set Ω defined in Section 3 (see Theorem 1). We derive the basic reproduction number (R0) of the system (1) around
the infection-free equilibrium pointΠ0 (Λ/µS , 0, 0, 0) (see Theorem 2), such that forR0 > 1, the system (1) has unique positive
endemic steady state. We find out that the system (1) is locally asymptotically stable around the infection-free equilibrium point
Π0 (Λ/µS , 0, 0, 0) while R0 < 1 and unstable if R0 > 1 (see Theorem 3). Also, the system experiences a transcritical bifurcation
at R0 = 1 (see Theorem 4). From Theorem 5, we obtain that the system (1) is locally asymptotically stable around the endemic
steady state when R0 > 1 and unstable otherwise. We study that the global stability of the system (1) around endemic equilib-
rium point by constructing the suitable Lyapunov function (8). We perform sensitivity analysis to detect the effect of the model
parameters on prevalence, transmission and eradication of HCV infection and we observe that the most effective parameters are
σ , β, Λ, µs, ηI and δV .

The main focus of our study is to find out the optimal strategy which comes up with minimum side effects along with
minimum cost of the antiviral treatment. From that viewpoint, we use two time-dependent control functions to formulate
an optimal control problem along with an objective functional in Section 7. We calculate the optimality of the system (9) in
view of the mixture of SOF/VEL antiviral therapy. Analytically we verify the existence conditions and determine the necessary
conditions for optimality for which the objective functional J will be minimized. The analytical and numerical results (see
Figure 11, Figure 12, Figure 13) highlight the effective control measures of the HCV infection by reducing the level of infected
liver cells as well as decline in viral load.

We formulate the optimal control problem to restrict healthy liver cells to a high level and minimize the cost of the drugs.
We observe that antiviral drug therapy has a very desirable effect upon the load of healthy liver cells. The healthy liver cells load
increases to near its maximum level for almost the entire length of treatment. Simultaneously, the infection level decreases to very
low level but would never be eradicated. Also at the end of the treatment schedule, when the drug level is no longer prescribed,
the infection level begins to rise again. Thus we suggest that high/low or on/off drug treatment may work well to keep infection
under control. This could be tested clinically via drug trials, but also mathematically using a periodic control.

Henceforth in this article, analysing our proposed deterministic model depicting the dynamical behaviors of Hepatitis C
virus infection and its control both analytically and numerically, we achieve the following outcomes:

• The system attains its locally infection-free state when R0 < 1.

• The sensitivity analysis benefits to detect the most sensitive parameters for HCV infection and their effects in prevalence,
progression and mitigation of the infection.

• The DAA treatment has a significant impact to reduce the infection level and viral load.

• The infected liver cells load can be smoothed by proper administration of control.

• With respect to efficiency, Strategy C (SOF/VEL) is ideal strategy among three strategies.

• Strategy A (use of SOF) is the best cost beneficial strategy among three strategies.
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